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Abstract. The application of document clustering to information retrieval has been motivated by the potential 

effectiveness gains postulated by the cluster hypothesis. The hypothesis states that relevant documents tend to 

be highly similar to each other, and therefore tend to appear in the same clusters. In this paper we propose an 

axiomatic view of the hypothesis, by suggesting that documents relevant to the same query (co-relevant 

documents) display an inherent similarity to each other which is dictated by the query itself. Because of this 

inherent similarity, the cluster hypothesis should be valid for any document collection. Our research describes 

an attempt to devise means by which this similarity can be detected. We propose the use of query-sensitive 

similarity measures that bias interdocument relationships towards pairs of documents that jointly possess 

attributes that are expressed in a query. We experimentally tested three query-sensitive measures against 

conventional ones that do not take the context of the query into account, and we also examined the 

comparative effectiveness of the three query-sensitive measures. We calculated interdocument relationships 

for varying numbers of top-ranked documents for six document collections. Our results show a consistent and 

significant increase in the number of relevant documents that become nearest neighbours of any given 

relevant document when query-sensitive measures are used. These results suggest that the effectiveness of a 

cluster-based IR system has the potential to increase through the use of query-sensitive similarity measures. 

1 Introduction 

Cluster analysis is a technique that allows the identification of groups, or clusters, of similar objects in a 

space that is typically assumed to be multi-dimensional. It was initially introduced in the field of Information 

Retrieval (IR) as a means of improving the efficiency of serial search (Salton, 1971). Apart from efficiency, 

effectiveness was also put forward for the use of hierarchic clustering in IR (Jardine & Van Rijsbergen, 1971; 

Croft, 1978). Relevant documents that might have otherwise been ranked low in a traditional inverted file 

search (IFS), will be (through interdocument associations) grouped together with other relevant documents, 

thus improving the effectiveness of an IR system (Croft, 1978). 

The cluster hypothesis conceptually lies in the heart of the clustering process. If relevant documents are 

indeed more similar to each other than to non-relevant ones, then the effectiveness of document clustering 

should indeed be high, as the likelihood of placing documents relevant to the same requests (co-relevant 

documents) in the same clusters will also be high. 



 2

From the definition of the cluster hypothesis it becomes evident that the concept of similarity is central to it: 

“closely associated documents tend to be relevant to the same requests” (Van Rijsbergen, 1979; p. 45). The 

tests that are typically used to quantify the degree at which test collections adhere to the cluster hypothesis 

(Jardine & Van Rijsbergen, 1971; Voorhees, 1985; El-Hamdouchi & Willett, 1987) take as input the set of 

interdocument associations for each collection, and output a numerical value that is treated as an indication of 

the comparative clustering tendency of these collections. 

In this paper we propose an alternative view of the cluster hypothesis. According to this view, the hypothesis 

should not be seen as a test for an individual collection’s clustering tendency. Instead, we argue that the 

hypothesis should be valid for every collection, and should therefore be seen as an axiom of cluster-based 

retrieval. 

We postulate that, for any given query, pairs of relevant documents will exhibit an inherent similarity which 

is dictated by the query itself. Under this view, and contrary to the traditional treatment of the hypothesis in 

the literature so far, failure to validate the hypothesis is not caused by properties of the test collection(s) under 

examination. Instead, it is caused by failure to structure the document space in such a way that the inherent 

similarity of documents that are jointly relevant to the same queries can be detected. 

The structuring of the document space prior to clustering is implemented through the calculation of the 

interdocument associations between pairs of documents that are considered for clustering. The outcome of the 

association calculations dictates the positions of documents relative to each other, and also constitutes the 

input to a clustering method that may be applied to the database. 

Conventional measures of interdocument relationships, such as the cosine coefficient for example, can not 

detect the inherent similarity between co-relevant documents, since they do not take into account the specific 

context (i.e. query) under which the similarity of two objects is judged. 

Our research describes an attempt to devise means by which this similarity can be detected. We propose the 

use of query-sensitive similarity measures (QSSM) that bias interdocument relationships towards pairs of 

documents that jointly possess attributes (i.e. terms) that are expressed in a query. In this way we consider the 

query terms to be the salient features that define the context under which the similarity of any two documents 

is judged. This is a novel approach to calculating interdocument relationships, and is motivated by the belief 

that similarity is a dynamic concept that is highly influenced by purpose. In the context of calculating 

interdocument relationships in IR, purpose can be defined as a per-query adherence to the cluster hypothesis. 

The aim of this paper is to introduce the notion of query-sensitive similarity, to propose specific formulas for 

its calculation, and to test its effectiveness against conventional similarity measures. The remainder of the 

paper first presents some necessary background in section 2. Specific formulas for the calculation of QSSM 

are then presented in section 3, followed by a description of the experimental environment under which their 

effectiveness is evaluated in section 4. Experimental results are presented and discussed in section 5, and 
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section 6 presents some related research. Finally, in section 7 conclusions are drawn, and some points for 

further research are mentioned. 

2 Background 

There are many measures available for the calculation of interdocument relationships (e.g. Van Rijsbergen, 

1979; Jones & Furnas, 1987; Ellis et al., 1993; Rorvig, 1999), and the choice of a specific measure may 

influence the outcome of the calculations. Van Rijsbergen, (1979), advised against the use of any measure that 

is not normalised by the length of the document vectors, something that was experimentally verified by 

Willett (1983). Van Rijsbergen also noted that most of the measures are monotone in respect to each other, 

and therefore methods that depend only on the rank ordering of the similarity values would give similar 

results for all such measures. Hubálek, (1982), suggested that each scientific area, after argument and trial, 

should settle down on those measures most appropriate for its needs. For the field of IR (Ellis et al., 1993) 

have concluded that “the historical attachment to the association coefficients provided by the Dice and cosine 

formulae is in no need of revision”. 

Clustering methods, as applied to IR, typically require as input a similarity matrix that contains values of all 

interdocument associations (Van Rijsbergen, 1979; Willett, 1988). Traditionally, clustering has been applied 

statically over the whole document collection prior to querying (static clustering). Under static clustering, 

interdocument relationships are also calculated statically. This means that for any two documents Di and Dj in 

a document collection, their similarity Sim(Di, Dj) will have a value that will be the same under all queries 

that a user may pose to the IR system. 

Equation 1 demonstrates this for the cosine coefficient1 which is commonly used to measure interdocument 

relationships (Ellis et al., 1993). From equation 1 it follows that the similarity between the two objects 

depends only on the weights of their constituent terms (dij and djk). Therefore, for a particular document 

collection Sim(Di, Dj) will be the same across all requests. 

The static notion of similarity has been implicitly (challenged by (Hearst & Pedersen, 1996). Hearst and 

Pedersen viewed the cluster hypothesis under the light of query-specific clustering, an approach to clustering 

proposed and tested by (Preece, 1973; Willett, 1985). Query-specific clustering is applied to the search results 

of an IR system (i.e. the top-n ranked documents returned by an IFS). 

                                                   
1 Our discussion on similarity measures is based on the cosine coefficient. However, our arguments can easily be 
extended to other similarity or dissimilarity measures. 
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The re-examination of the cluster hypothesis by Hearst and Pedersen postulated that relevant documents tend 

to appear in the same clusters, but the clusters are created as a function of the documents that are retrieved in 

response to a query, and therefore have the potential to be more closely tailored to the characteristics of a 

query than a static clustering (Hearst & Pedersen, 1996).  

A consequence of this is that the similarity between any two documents Di and Dj, assuming that they are both 

retrieved in the top-n documents for different queries, will be different under each query. This difference is 

attributed to the different documents retrieved in the top-n ranks in response to different queries. Similarity in 

this case will vary because the term weights of documents (dij and djk in equation 1) will also vary depending 

on other documents that are in the same neighbourhood. However, it should be noted that if binary 

(presence/absence) term representations are used then similarity will remain static. 

Both in the static and in the implicitly variable use of similarity under query-specific clustering, 

interdocument associations are defined through enumeration of common terms, and a mathematical 

formulation that quantifies this enumeration (e.g. equation 1). According to this view, all dimensions (i.e. 

terms) are deemed equally relevant at contributing towards the similarity value, and furthermore, the 

importance of dimensions does not change depending on the query. 

The use of term weighting schemes for document vectors does not address this issue, firstly because such 

schemes are not always applied when calculating inter-object similarities - binary representations are often 

used - (Van Rijsbergen, 1979; Willett, 1983; Ellis et al., 1993), and secondly because such schemes weight 

terms according to their indexing importance within a document collection (Van Rijsbergen, 1979), and not 

according to their value as salient features for the purposes of clustering relevant objects together. 

The static calculation of interdocument similarity seems to neglect some potentially important information: 

the context under which the similarity of the two documents is judged. Evidence by a number of researchers 

in fields such as those of philosophy, cognition and experimental psychology (Goodman, 1972; Tversky, 

1977; Nosofsky, 1986) suggest that similarity is a highly dynamic concept that is highly influenced by 

purpose. 

We view the query as the context under which the similarity of two documents, that are retrieved in response 

to this query, is judged in IR applications. The context assigns greater importance to these dimensions (i.e. 

terms) that are more significant for accomplishing a specific goal. The goal in the context of IR is, for any 

query, to place relevant documents closer to each other than to non-relevant ones, hence enforcing the validity 

of the cluster hypothesis. 

According to this approach, interdocument similarity is dynamic, and changes explicitly depending on the 

query. Some measure of variability needs then to be introduced in equation 1, so that Sim(Di, Dj) varies 

depending on the query that has retrieved the pair of documents. We will call such a class of similarity 

measures query-sensitive measures, and we will present them in the following section. 
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3 Query-Sensitive Similarity Measures 

Query-sensitive measures can be defined as a function of two components. The first one corresponds to the 

conventional similarity between two documents Di and Dj, and is given by equation 1. The second component 

corresponds to the common similarity of all three objects: the pair of documents Di, Dj and the query Q, and 

we will represent this component by Sim(Di, Dj ,Q). This is the variable component of the similarity measure. 

The query-sensitive similarity Sim(Di, Dj | Q) can therefore be defined as: 

The similarity given by the variable component Sim(Di, Dj ,Q) can be defined by finding all common terms 

between documents Di and Dj, and seeing which of these common terms are also terms that appear in the 

query Q. The similarity between pairs of documents that have a large number of common terms that are query 

terms should then be accordingly augmented. This idea can be defined in terms of the cosine coefficient in 

Equation 7.3. In this equation Q={q1, q2, …, qn} is the query vector, Di and Dj are the two document vectors, 

and C = Di ∩ Dj = {c1, c2, …, ck, …, cn} is a vector which contains the common terms of documents Di and Dj. 

The terms of the common vector C can be represented by ck = (dio + djp) / 2, where dio, and djp are the weights 

of each of the common terms in Di and Dj respectively. Vector C then contains the set of common terms of the 

two documents, and each term of C is weighted by the average of the weights of the common terms. Other 

representations of ck were also investigated (min(dio, djp), max(dio, djp), (dio · djp)), but no significant differences 

were found. We report this specific form which proved to be consistently the most effective. 
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Having established ways to define the two components of equation 2, what remains is to define the function 

that combines these two sources of evidence. One way to do so is by using a linear combination of the two 

sources: Sim(Di, Dj | Q) = ϑ1Sim(Di,Dj) + ϑ2Sim(Di,Dj,Q), where ϑ1+ϑ2=1. By substituting equations 1 and 3 

in the above, we derive equation 4 which gives the query-sensitive similarity between Di and Dj. We will call 

this measure M3. It should be noted that a linear combination of sources of evidence is commonly used in IR 

applications (Wen et al., 2001). 

Intuitively, if one bases the calculation of interdocument similarities on measure M3, then for a specific 

query, pairs of documents that have more terms in common with the query than other pairs will be assigned 

higher similarity values (assuming that they have the same number of non-query terms in common). This 

reflects the idea that under the context defined by the query, query terms possess greater salience when 
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determining interdocument relationships. The relative importance of each of the components of equation 4 

can be determined by assigning appropriate values to parameters ϑ1 and ϑ2. 

More specifically, the first parameter (ϑ1) determines the importance assigned to the conventional, static 

similarity of the documents under comparison, while the other parameter determines the importance assigned 

to the varying component of Equation 7.4. If ϑ2 is set equal to zero, then the similarity given by equation 4 is 

simply the cosine coefficient between the two documents Di and Dj adjusted by the parameter ϑ1. The same 

effect can be achieved when none of the common terms between the two documents is a query term; in this 

case equation 3 will give a similarity value of zero. 

On the other hand, if parameter ϑ1 is set equal to zero, then the query-sensitive similarity between the two 

documents becomes equivalent to the one given by equation 3. In this case, the effect of the static similarity is 

ignored, and the resulting formula can be seen as the most extreme form of query-biasing. We will call this 

measure M2. Measure M2 only takes into account common terms between the two documents that are also 

query terms. Unlike the measure defined by equation 4, M2 will equal zero if none of the common terms 

between the documents is a query term. Also unlike Equation 7.4, the overall similarity between Di and Dj 

does not take into account the co-occurrence of other terms (apart from query terms) in the two documents. 

The effectiveness attained with M2 can be seen as a lower limit of the effectiveness of query-sensitive 

measures. 

A note that should be made regarding the value of these two parameters is that their absolute value is of no 

practical significance. Instead, it is the ratio of one parameter over the other that is of importance. The reason 

for this, is that it is not the absolute value of interdocument similarities that affects the clustering process, but 

rather the relative ranking of these similarities (Van Rijsbergen, 1979). The constraint set earlier (ϑ1+ϑ2=1) 

reflects this. In section 5.1 we investigate the selection of appropriate values for the two parameters. 
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One more QSSM will be defined in this section, its definition being highly similar to the one of M3. This 

third measure differs in the way that it combines the two sources of evidence given by equations 1 and 3. 

Instead of a linear combination of the two components (equation 4), the new measure is defined as the product 

of the two sources of information. This is presented in equation 5; we will call this measure M1. The rationale 

behind measure M1 is exactly the same as for M3, i.e. for a specific query, pairs of documents that have more 

terms in common with the query than other pairs will be assigned higher similarity values. 

However, there is one significant difference between the two measures. When using M1, if none of the 

common terms between the two documents is a query term (i.e. Sim(Di, Dj, Q) = 0), then the overall similarity 

Sim(Di, Dj | Q) will equal zero. This is in contrast to when using M3, where Sim(Di, Dj | Q) will be equal to 

the conventional similarity of the two documents (adjusted by the parameter ϑ1). The aim of query-sensitive 

measures is to increase, on a per-query basis, the similarity of documents that are likely to be co-relevant. 

Measure M1 attempts to do so in a rather “greedy” way, by setting the similarity of pairs of documents that do 

not possess any query terms in common to zero. This choice for M1 reflects the assumption that the presence 

of query terms is required for a document to be relevant. 

 
 AP CACM CISI LISA MED WSJ 

% 96.32 93.22 92.31 100 91.81 97.06 
Avg. q.terms per doc. 3.2 3 2.4 4.5 2.8 3.5 

Table 1. Query term statistics for the six test collections 

This is verified by the behaviour of the test collections used in this experimental environment. Table 1 

presents in the first row the percentage of relevant documents which contain at least one query term for each 

of the six collections2 used in this work, and in the second row the average number of query terms contained 

in a relevant document. The figures in the first row of this table all exceed 91%, an exceptionally high value 

that verifies the highly topical and algorithmic nature of relevance that is employed in standard IR evaluation 

(Schamber et al., 1990). The implication of this for the query-sensitive measures presented here, and 

especially for M1, is that the likelihood for pairs of co-relevant documents to contain at least one query term 

in common is high. 

It should be mentioned that if the pair of documents under comparison contains non-overlapping sets of query 

terms, this will not be taken into account as an indication of co-relevance by any of the similarity measures 

presented here. Although the presence of query terms in both documents can be seen as a source of evidence 

of their co-relevance, this is not incorporated by the query-sensitive similarity measures. The main reason for 

                                                   
2 Details of the test collections are given in section 4.1. Calculations are based on stemmed forms of terms. 
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this decision is that if two documents contain non-overlapping sets of query terms, this may be an indication 

that the documents are discussing these terms under different topics. 

For measures M1 and M2, 0 ≤ Sim(Di, Dj | Q) ≤ 1. For measure M3 this property can be retained by 

appropriate selection of parameters ϑ1 and ϑ2 (e.g. by constraining the parameters so that ϑ1+ϑ2=1). To 

preserve the reflexivity of the measures defined by M1, M2 and M3 (i.e. Sim (Di, Di)=1), the similarity of a 

document with itself is defined to be equal to 1. This does not follow as a result of either equations 3, 4, or 5, 

but can be introduced by definition. Finally, for all three measures Sim(Di, Dj | Q) = Sim(Dj, Di | Q) (i.e. 

query-sensitive similarity is symmetric). These properties are in accordance with those of conventional 

similarity measures (Van Rijsbergen, 1979). 

3.1 Limitations 

The assumption that query terms are sufficient indicators of document relevance is made for all three 

measures defined in the previous section, and especially for measures M1 and M2. Therefore, implicitly the 

notion of topicality (Saracevic, 1970) is adopted for relevance. It is well established in IR research that 

relevance is a multidimensional concept, and that topicality is only one such aspect (Schamber et al., 1990). 

Research into the concept of relevance has indicated that topicality plays a significant role in the 

determination of relevance, although it does not automatically result in relevance for users (Barry, 1994). 

Apart from the topical view of relevance taken, query-sensitive measures only take one instance of the user’s 

information need into account (i.e. the set of query terms posed by the user to the IR system). Due to this 

treatment, contextual and temporal factors that may affect the user’s perception of relevance are not 

incorporated. 

Campbell (2000) suggested that there is a temporal aspect to the notion of relevance, and this temporal aspect 

should be incorporated in the retrieval model. In the same way, one can argue that the similarity between two 

objects may change over time due to new evidence presented, or due to the contextual effect of other objects 

(Tversky, 1977). 

As far as the temporal aspects are concerned, these are not explicitly incorporated into the query-sensitive 

measures. These measures take into account the current instance of the user’s query. If the user’s information 

need (and thus the query) changes during the course of a search session, then the modified query will be 

incorporated into the calculation of interdocument similarity by the query-sensitive measures. Therefore, it 

can be argued that dealing with temporal aspects of information needs follows logically from this work. 

However, this is not examined experimentally here. 

These limitations are not unique to the approach proposed in this work. The majority of IR research to date 

has focused on the topical aspect of relevance, taking the view that query terms offer the only evidence about 

the user’s information need. As far as this work is concerned, the choice not to consider factors such as the 
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ones mentioned previously was taken on the basis that in a non-interactive laboratory-based environment it is 

difficult to model such factors. 

A further limitation relates to the problem of short queries, the type usually encountered in web search 

engines, averaging about 2-3 terms per query (Jansen et al., 2000). The three measures defined previously, 

regard query terms as the dimensions that acquire significant discriminatory power. If only 2 or 3 such terms 

are supplied by the user, it is doubtful whether these measures (especially M2) will have enough information 

to effectively bias similarity. This is a well-known research problem in IR, and methods that have been used 

to tackle it previously (Voorhees, 1994; Xu & Croft, 1996) could also be applied here. The effect of query 

length on the effectiveness of these measures is investigated in section 5.4. 

4 Experimental Details 

The experiments reported here mainly aim to investigate the effectiveness of the proposed query-sensitive 

measures (M1, M2 and M3) in ‘forcing’ documents that are likely to be co-relevant to be more similar to each 

other than when using a conventional similarity measure (i.e. the cosine coefficient). In other words, we 

examine the degree to which the cluster hypothesis is adhered to. If query-sensitive measures are more 

effective in placing co-relevant documents closer to each other than conventional measures, then their 

application to document clustering can be expected to prove more effective. 

Two evaluation tests which measure the degree of separation between relevant and non-relevant documents 

have been widely applied to IR. Jardine and Van Rijsbergen, (1971), proposed the overlap test, and 

(Voorhees, 1985) the N-Nearest Neighbour test. 

We chose to use the N-Nearest Neighbour test proposed by (Voorhees, 1985) because it fits best with our 

experimental aims. This test consists of finding the N nearest neighbours (i.e. most similar documents) for 

each relevant document for a specific query, and of counting the number of relevant documents in that 

neighbourhood. The higher the number of relevant documents, the higher the separation of relevant 

documents from non-relevant ones. A single value that corresponds to the number of relevant documents 

contained in the NN set (we used a value of 5 for the test, the same that Voorhees used for her experiments) 

can be obtained when averaging over all of the relevant documents for all the queries in a collection. This 

single value is calculated and displayed in the results presented in section 5. 

The 5NN test does not give information about the relevance status of the immediate NN (i.e. most similar) 

document of a relevant document. A number of researchers have suggested that for the purposes of clustering 

it may be worth considering clusters containing only a document with its nearest neighbour (e.g. Griffiths et 

al., 1986; El-Hamdouchi, 1987). Therefore, in addition to the 5NN test we also calculated the percentage of 

relevant documents whose most similar neighbour is also relevant. We will call this test NN so as to 

distinguish it from the 5NN test. 
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4.1 Document Collections and Initial Retrieval 

Six document collections are used in the experiments. Four of them (CACM, CISI, LISA, and Medline) have 

been used by other researchers for experimentation with hierarchic clustering methods (Voorhees, 1985; 

Griffiths et al., 1986), and the remaining two are part of the TREC standard collections (Harman, 1993). 

Statistics for the six document collections are presented in Table 2. It should be noted that the four smallest 

collections (CACM, CISI, LISA, and Medline) are homogeneous, treating one major subject area (e.g. 

Library and Information Science, Biomedicine, etc.), and such topical homogeneity may effect the 

experimental results. The AP and WSJ collections, on the other hand, cover in their documents a wide variety 

of topics, providing two collections with different characteristics. 

For these two collections, TREC topics (i.e. queries) 1-50 were randomly chosen and used in the experiments. 

The Title section of the queries and a number of manually selected terms from the Concepts field were used as 

query terms. On average 4.4 terms per query were added from the Concepts field, yielding an average of 7.6 

terms per query for the WSJ collection (Table 2). The Concepts field usually lists terms and phrases that the 

creator of the query thinks are related to it (Harman, 1993). 

 AP CACM CISI LISA MED WSJ 

Number of docs. 79,919 3204 1460 6004 1033 74,520 
Mean terms per doc. 370 22.5 43.9 39.7 51.6 377 

Number of queries 50 52 35 35 30 50 
Mean terms per query 7.6 13 7.6 19.4 9.9 7.6 

Mean relevant docs per query 42.4 15.3 49.8 10.8 23.2 71.4 
Total relevant docs. 2122 796 1742 379 696 3572 

Table 2. Collection statistics 

The SMART IR system (Salton, 1971) was used in order to perform the initial retrieval. Initial retrieval for all 

collections was performed using a tf-idf weighting scheme for document and query terms that involves cosine 

normalisation - SMART's ltc scheme (Salton & Buckley, 1988). The default SMART stoplist and stemming 

were used in indexing all the collections and queries. 

After the initial retrieval, the top-n ranked documents were used in order to create the document sets that 

would be investigated. Seven values of n were used: 100, 200, 350, 500, 750, 1000, and full collection (n = 

collection size)3. Our motivation for using different values of n (as opposed to testing only for the full 

collection size for example) was twofold. Firstly we were interested in examining how the results would scale 

for increasing values of n, when more non-relevant documents are introduced in the document sets. Secondly, 

                                                   
3 The value of 1000 was not used in CISI and Medline collections because their sizes are 1460 and 1033 documents 
respectively. The full AP and WSJ collections were also not considered. 
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recent research (Tombros et al., 2002) has suggested that optimal hierarchical clustering effectiveness occurs 

for smaller values of n. 

The same weighting scheme as for the initial retrieval was applied to the document vectors of the sets whose 

interdocument relationships we were calculating. After initial experimentation with different vector weighting 

schemes for the cosine coefficient (binary weights, term frequency weights) no significant differences were 

found - which is in agreement with previous suggestions and findings (Van Rijsbergen, 1979; Willett, 1983; 

Ellis et al., 1993). However, we did not examine the effect of other query weighting schemes on the 

effectiveness of query-sensitive measures.  

5 Experimental Results 

In this section we report and analyse results that are obtained regarding the effectiveness of the query-

sensitive measures. The presentation of the results consists of four parts. First, in section 5.1 we examine how 

the effectiveness of measure M3 varies as a function of the two parameters (ϑ1 and ϑ2). Subsequently, in 

section 5.2 we investigate the comparative effectiveness of the QSSM and the cosine coefficient, in section 

5.3 we study the comparative effectiveness of the three query-sensitive measures, and in section 5.4 we 

consider the effect of the query length on M1, M2 and M3. 

5.1 Selecting parameters for M3 

In this section, the selection of appropriate values for the parameters ϑ1 and ϑ2 of M3 (section 3, equation 4) 

is examined. As it was explained in that section, it is not the absolute values of these parameters that is of 

interest, but rather, their ratio. By varying the ratio of these parameters, one can investigate the effect of 

assigning different importance to the two components of Equation 7.4. More specifically, ϑ1 determines how 

much importance is associated to the static similarity of the two documents, whereas ϑ2 how much 

importance is associated to the common similarity of the two documents and the query. It should also be 

reminded that for ϑ1=1 and ϑ2=0 M3 becomes equivalent to the cosine coefficient (equation 1), and also that 

for ϑ1=0 and ϑ2=1 M3 becomes equivalent to M2 (equation 3). 

Intuitively, one would expect the results of the 5NN test to resemble those attained by the cosine coefficient 

when the values of the parameter ϑ1 are much higher than those of ϑ2. Then, by decreasing the difference in 

the values of the two parameters (and hence their ratio), the results should start to differ to those obtained by 

the cosine. This is evident in Table 3, where the results of the 5NN test are presented for four different ratios 

of the two parameters (9:1, 4:1, 2:1, 1:1) when using LISA (highest value for each ratio is in bold). The 

results presented in Table 3 are representative of the results obtained using the other five test collections. 
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Results for all six collections for varying ratios of the two parameters are presented in the Appendix, Tables 

A1-A6. For comparison, the results for this collection using the cosine coefficient are reported in Table 6. 

 
n 9:1 4:1 2:1 1:1 

100 0.946 0.99 1.055 1.206 
200 0.926 0.972 1.027 1.195 
350 0.821 0.93 1.029 1.199 
500 0.849 0.938 1.037 1.237 
750 0.859 0.94 1.041 1.208 
1000 0.83 0.91 1.076 1.204 
full 0.913 0.946 1.028 1.177 

Table 3. Results of the 5NN test for the LISA collection by varying the ϑ1: ϑ2 ratio in favour of ϑ1 

By observing the results, it becomes evident that significant improvements are introduced by reducing the 

importance of the component of equation 4 that corresponds to the static similarity between the two 

documents and the query terms (i.e. by increasing the importance of ϑ2). If one compares, for instance, the 

results obtained when the static component of equation 4 is nine times more important than the variable 

component (i.e. ϑ1:ϑ2=9:1) to the results obtained when both components are weighted equally, the 

differences range between 27.5 and 46% in favour of the latter ratio. The differences in the majority of cases 

are statistically significant, especially as the relative importance assigned to ϑ1 is reduced. 

 
n 1:2 1:4 1:7 1:9 1:10 M2 

100 1.352 1.383 1.402 1.392 1.404 1.395 
200 1.311 1.327 1.390 1.391 1.389 1.269 
350 1.335 1.418 1.429 1.42 1.428 1.315 
500 1.374 1.415 1.423 1.403 1.406 1.317 
750 1.358 1.395 1.421 1.413 1.392 1.287 
1000 1.341 1.384 1.393 1.385 1.380 1.303 
full 1.303 1.332 1.376 1.354 1.341 1.269 

Table 4. Results of the 5NN test for the LISA collection by varying the ϑ1: ϑ2 ratio in favour of ϑ2 

Having established that the results obtained by the 5NN test significantly increase when the ratio of the two 

parameters increases in favour of ϑ2, what remains to be established is whether there is a specific ratio for 

each collection that displays the highest effectiveness. In Table 4, the results of the 5NN test are presented 

when using the LISA collection, and when the ratio of the two parameters is varied in favour of ϑ2. The last 

column of this table contains the results obtained when using ϑ1=0 and ϑ2=1; as we mentioned earlier this 

corresponds to the M2 measure (equation 3). The results of this table demonstrate that, in general, the 
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effectiveness of M3 tends to increase as the weight assigned to ϑ2 increases. When M3 becomes equivalent to 

M2 (last column of the table), there seems to be a rather significant drop in the effectiveness of the measure. 

For the specific case of the LISA collection, the peak in effectiveness seems to occur between the ratios of 1:7 

and 1:10. However, the differences in effectiveness at this region are not statistically significant. 

It should also be noted that the behaviour when using LISA with increasing importance assigned to ϑ2 is not 

typical of the two larger collections (AP and WSJ). In general, when using LISA, as the data in Table 4 

demonstrate, when the importance attributed to the common similarity between the documents and the query 

increases it does not seem to significantly impair the effectiveness of the measure, at least not until M3 

becomes equivalent to M2 (i.e. the difference in effectiveness when using ratios 1:7, 1:9, 1:10 are small). This 

is especially evident for small values of n (i.e. 100, 200, 350). 

Figure 1 demonstrates the variation in the effectiveness of M3 for varying ratios of the two parameters for 

n=100, 200, 350 and 500 when using the WSJ collection. The pattern of the results for the WSJ collection is 

for the effectiveness of M3 to peak when the ratio between the two parameters is in the region of 1:4. The 

results display a consistent decrease past this point as the weight assigned to ϑ2 increases (i.e. ratios 1:7, 1:9 

yield lower results). 

A reason for the rather different behaviour of the two databases can be given in terms of their characteristics. 

Documents of the LISA collection are rather short, with 39.7 terms on average per document. The length of 

the queries for this collection is large (almost 20 terms per query on average, Table 1), almost half the average 

document size. Moreover, as it was mentioned in section 3, relevant documents in this collection contain on 

average 4.5 query terms (Table 1). Taking these characteristics into account, it can be appreciated why query 

influence in this database is strong: the combination of short documents, long queries and relatively large 
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Figure 1. The effectiveness of M3 as a function of ϑ1 and ϑ2 for the WSJ collection 
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number of query terms per relevant document increases the likelihood of pairs of co-relevant documents to be 

assigned high similarity by M3. 

The WSJ collection on the other hand, is characterised by long documents (377 terms on average per 

document), and shorter queries than LISA (7.6 terms on average). In this collection, as the weight assigned to 

the static similarity is decreased and calculations are increasingly biased towards common query terms 

between documents, the effectiveness of the measure seems to be obscured by the length of the documents 

and the relatively few query terms (especially comparatively to document length). In addition, documents of 

the WSJ are more topically diverse than those of the smaller collections, and therefore query terms can be 

used under a varying number of contexts in such documents. M3, in such an environment, is more likely to 

reach a higher effectiveness when the importance assigned to common query terms and common “content” 

terms is more balanced (but still in favour of the former) than in more topically homogeneous collections. The 

other TREC collection (AP) displays a similar behaviour (Appendix, Table A1). 

As far as the other three collections are concerned (CACM, CISI and Medline), the effectiveness of M3 seems 

to peak when the ratio of the two parameters is set to around 1:7 (Appendix, Tables A2, A3, A5). This 

behaviour is similar to the one noted for LISA. These four collections are topically homogeneous, treating 

mainly a single subject area (e.g. library and information science for LISA). 

As a conclusion regarding the selection of parameters for M3, the data obtained support the view that this is 

heavily dependent on the characteristics of the test collection under investigation. What was noted for all six 

collections was that the effectiveness of M3 for the 5NN test increases as the relative importance of ϑ2 over 

ϑ1 increases, and it reaches its peak when the ratio between the two parameters is considerably in favour of 

ϑ2. The effectiveness of the measure then tends to drop past this point, and when ϑ1 becomes equal to zero 

M3 generally displays its lowest effectiveness. 

It should also be emphasised that as the ratio of the two parameters increases in favour of ϑ2, the differences 

in the effectiveness of M3 are generally not statistically significant. For the two TREC collections there are 

significant differences as the ratios of the values move past the peak point (1:4), i.e. the differences between 

the ratios of 1:4 and 1:7, 1:9 are significant in favour of the former. 

5.2 Comparative effectiveness of the query-sensitive measures and the cosine coefficient 

In Tables 5-7 the results of the 5NN test for each of the six test collections and each of the three QSSM are 

presented. Each table comprises five columns4. In the first column the different values of n are given for 

                                                   
4 Each table contains results for two collections, so each table contains ten columns. Data corresponding to each 
collection are treated as a separate table. 
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which results are calculated. Columns 2-5 contain the results obtained for the 5NN test with the cosine 

coefficient, and measures M1, M2 and M3 respectively. In columns 3-5 the percentage difference between the 

results for M1-cosine, M2-cosine and M3-cosine, respectively, are also calculated. The differences are 

displayed in brackets. For each of the four columns (2-5), the highest value for the 5NN test across all values 

of n is displayed in bold. 

 

AP Cosine 
5NN 

M1      
5NN 

M2      
5NN 

M3       
5NN WSJ Cosine 

5NN 
M1 
5NN 

M2 
5NN 

M3      
5NN 

top100 2.447 2.619 
(7.02%) 

2.079 
(-15.06%)

2.652 
(8.35%) top100 2.122 2.357 

(11.1%) 
1.872 

(-11.74%) 
2.354 

(10.95%) 

top200 2.184 2.406 
(10.18%) 

1.834 
(-16.02%)

2.404 
(10.07%) top200 2.051 2.446 

(19.29%) 
1.827 

(-10.88%) 
2.443 

(19.15%) 

top350 2.111 2.39 
(13.22%) 

1.671 
(-20.84%)

2.349 
(11.26%) top350 1.909 2.468 

(29.29%) 
1.832 

(-4.01%) 
2.389 

(25.15%) 

top500 2.085 2.442 
(17.1%) 

1.663 
(-20.25%)

2.387 
(14.49%) top500 1.863 2.463 

(32.19%) 
1.856 

(-0.39%) 
2.377 

(27.61%) 

top750 2.11 2.457 
(16.41%) 

1.605 
(-23.93%)

2.431 
(15.18%) top750 1.734 2.421 

(39.62%) 
1.838 

(6.01%) 
2.3 

(32.63%) 

top1000 2.01 2.37 
(17.95%) 

1.517 
(-24.52%)

2.337 
(16.28%) top1000 1.711 2.416 

(41.23%) 
1.799 

(5.17%) 
2.269 

(32.6%) 

Table 5. AP and WSJ results 

Testing for statistical significance of the results was done using the Wilcoxon signed-ranks test. This test is a 

powerful statistical tool that makes no assumptions about the distribution of the values that it is comparing 

(Croft, 1978, pp. 27-29; El-Hamdouchi, 1987, pp. 158-159). 

 
CACM Cosine 

5NN 
M1  
5NN 

M2 
5NN 

M3      
5NN LISA Cosine 

5NN 
M1  
5NN 

M2 
5NN 

M3      
5NN 

top100 1.621 1.924 
(18.72%) 

1.754 
(8.24%) 

1.911 
(17.93%) top100 0.896 1.362 

(52.05%) 
1.395 

(55.74%) 
1.402 

(56.5%) 

top200 1.511 1.981 
(31.17%) 

1.902 
(25.89%) 

2.04 
(35.03%) top200 0.845 1.376 

(62.84%) 
1.269 

(50.13%) 
1.39 

(64.53%) 

top350 1.415 2.028 
(43.27%) 

1.875 
(32.45%) 

2.073 
(46.45%) top350 0.784 1.449 

(84.8%) 
1.315 

(67.75%) 
1.429 

(82.21%) 

top500 1.393 2.039 
(46.37%) 

1.85 
(32.87%) 

2.051 
(47.24%) top500 0.783 1.425 

(81.92%) 
1.317 

(68.17%) 
1.423 

(81.64%) 

top750 1.376 2.045 
(48.67%) 

1.761 
(28.04%) 

2.006 
(45.82%) top750 0.776 1.41 

(81.68%) 
1.287 

(65.81%) 
1.421 

(83.09%) 

top1000 1.35 2.017 
(49.45%) 

1.731 
(28.25%) 

1.987 
(47.26%) top1000 0.768 1.391 

(81.18%) 
1.303 

(69.71%) 
1.393 

(81.49%) 

full 1.366 1.859 
(36.08%) 

1.655 
(21.2%)  

1.873 
(37.11%) full 0.859 1.381 

(60.73%) 
1.289 

(49.97%) 
1.388 

(61.5%) 

Table 6. CACM and LISA results 

As far as measure M3 is concerned, the values presented here are the ones resulting from a single setting of 

the ratio of the two parameters ϑ1 and ϑ2 for each test collection. The ratio selected is the one that displayed 

the highest effectiveness for each collection across values of n based on the results reported in the previous 

section. For the four smaller collections (CACM, CISI, LISA and Medline) the ratio selected is that of 1:7, 
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whereas the ratio selected for the two TREC collections is 1:4. In cases where there is not a clear best ratio for 

all values of n, the ratio that displays the best average rank among all ratios is selected. 

An alternative procedure for reporting results for M3 would have been to select, for each value of n, that ratio 

that gives the highest effectiveness. This strategy would have resulted in the best possible values for M3. 

However, it was deemed as more realistic to select values from a single ratio for all values of n, rather than to 

do so selectively from the best ratio for each value of n. Moreover, it was mentioned in the previous section 

that the differences in the effectiveness of M3 for the ratios that give the highest values are not significantly 

different. 

The results obtained for the 5NN test across all test collections show that QSSM, in the majority of 

experimental conditions, are more effective than the cosine coefficient at placing co-relevant documents in the 

same “neighbourhood”. The only exception to this is noted when using the M2 measure in the two TREC 

collections (AP and WSJ), where M2 is less effective than the cosine for all values of n when using the AP 

collection, and for n≤500 when using the WSJ (Table 5). 

 
CISI Cosine 

5NN 
M1  
5NN 

M2 
5NN 

M3      
5NN MED Cosine 

5NN 
M1  
5NN 

M2 
5NN 

M3      
5NN 

top100 1.53 1.728 
(12.96%) 

1.703 
(11.34%) 

1.761 
(15.13%) top100 3.143 3.569 

(13.57%) 
3.361 

(6.94%) 
3.576 

(13.79%) 

top200 1.37 1.652 
(20.62%) 

1.733 
(26.49%) 

1.789 
(30.61%) top200 3.022 3.54 

(17.13%) 
3.367 

(11.4%) 
3.532 

(16.86%) 

top350 1.253 1.66 
(32.51%) 

1.555 
(24.13%) 

1.692 
(35.09%) top350 3.023 3.501 

(15.8%) 
3.31 

(9.5%) 
3.476 

(14.98%) 

top500 1.203 1.625 
(35.09%) 

1.436 
(19.38%) 

1.652 
(37.36%) top500 3.003 3.475 

(15.71%) 
3.305 

(10.06%) 
3.436 

(14.2%) 

top750 1.14 1.55 
(35.84%) 

1.357 
(19.01%) 

1.575 
(38.12%) top750 3.004 3.466 

(15.4%) 
3.285 

(9.37%) 
3.431 

(14.23%) 

full 1.119 1.433 
(28.06%) 

1.328 
(18.69%) 

1.442 
(28.87%) full 3.016 3.235 

(7.26%) 
3.124 

(3.57%) 
3.216 

(6.63%) 

Table 7. CISI and Medline results 

Statistical tests of the results reveal significant improvements of M1 and M3 over the cosine (significance 

level <0.001 for the majority of cases) for all experimental conditions except for the CISI collection when 

n=100. Measure M2 is significantly more effective than the cosine for the CACM (except for n=100), LISA 

(all values of n), and Medline (except for n=100, 750, full) collections. It is also significantly more effective 

than the cosine when using the WSJ collection for n=750, 1000. Significance levels for M2 are not as low as 

the ones for M1 and M3, but they are still lower than 0.04 for all significant cases. 

The gains in effectiveness introduced by using QSSM are in most cases “material”, i.e. over 10%, which 

confirms the significance of the results (Keen, 1992). The largest differences occur when using the LISA 

collection, where all three query-sensitive measures are over 50% more effective than the cosine in all 

experimental conditions. Even M2, which relies only on common terms between documents that are query 

terms, introduces improvements of that magnitude. This behaviour for LISA can be explained on the basis of 



 17

its characteristics: on average, queries contain as much as half the number of terms that documents do, and 

also relevant documents for this collection are strongly characterised by the presence of query terms. CACM, 

that possesses similar properties, also displays high effectiveness gains for all three QSSM. 

Regarding the two TREC collections, it is perhaps not surprising that the use of M2 does not introduce 

effectiveness gains. The documents of the two TREC collections are large (370 and 377 terms on average per 

document for AP and WSJ respectively), and the queries relatively short (7.6 terms per query). Moreover, as 

mentioned previously, these two collections are topically diverse, and therefore terms that appear in queries 

are likely to be used in documents under many different contexts, not necessarily under the ones dictated by 

the query. M2 does not use any further contextual information (i.e. the rest of the content overlap between 

documents), and hence the topical diversity of these collections may mislead the similarity calculations. In 

such a setting it would seem unlikely that the use of only common query terms between documents can 

improve the effectiveness of the cosine coefficient. 

As far as the AP collection is concerned, this is verified: the use of M2 is always significantly lower than that 

of the cosine. However, when using the WSJ collection, for n=750 and 1000, M2 is significantly more 

effective than the cosine coefficient. This is result is surprising, given that for large numbers of top-ranked 

documents one would expect the confounding effect of non-relevant documents that contain query terms to be 

stronger on the effectiveness of M2. As this result is not confirmed when using the other TREC collection, it 

should be seen with caution since it is more likely to be attributed to particular characteristics of the WSJ 

documents rather than to the actual effectiveness of M2. 

If we look at the results across different values of n (across the rows of Tables 5-7 for column 2), we can see 

that the cosine coefficient always gives the highest value for n=100, and values then follow a decreasing 

pattern for increasing values of n. As values of n increase, so do the numbers of non-relevant documents that 

are present in the document sets. The cosine coefficient seems to be affected by the non-relevant documents 

introduced. Recent research has also shown that the decrease of the 5NN values across increasing values of n 

is, in the majority of cases, statistically significant (Tombros et al., 2002). 

Measures M1, M2 and M3 (across rows of Tables 5-7 for columns 3-5) seem to be less affected by the 

increasing numbers of non-relevant documents introduced. Statistical tests across different values of n were 

not performed, as it is not the aim of this paper to examine effectiveness variations for different sets of 

retrieved documents. 

In section 4 we mentioned that the 5NN test does not provide any information on the number of immediate 

co-relevant nearest neighbours. To provide information at this level of detail, a variation of the 5NN test (the 

NN test) is performed. The results for this test are presented in the Appendix, Tables A7-A9. In these tables 

the percentage of documents whose nearest neighbour is also relevant is displayed when using the cosine 
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coefficient, and when using each of the three QSSM. For measure M3 the same best ratio ϑ1:ϑ2 for each 

collection is used as for the calculations in Tables 5-7.  

These results reveal a similar pattern to those for the 5NN test. M1 and M3 are significantly more effective 

than cosine for all experimental conditions (significance levels < 0.02). M2 is significantly more effective for 

the CACM (except for n=100), LISA, and Medline (except for n=full) collections (significance levels < 0.03). 

It is worth noting that similar to the 5NN test, for the WSJ collection measure M2 performs worse than the 

cosine for most values of n. Therefore, all three QSSM (especially M1 and M3) are likely to increase the 

effectiveness of a clustering system that employs nearest neighbour clusters, such as those proposed by 

(Griffiths et al., 1986). 

The results of both the 5NN and NN tests suggest that measures M1 and M3 are significantly more effective 

than the cosine at placing co-relevant documents closer to each other. In this way, the likelihood of a more 

effective clustering of the document space is increased. Augmenting term co-occurrence similarity with 

query-term co-occurrence information in a pair of documents, is shown to be an effective way of detecting the 

similarity of co-relevant documents. 

The results obtained with measure M2, as we discussed in section 3, can be seen as a lower limit for the 

effectiveness of QSSM. However, despite the extreme form of query biasing that M2 employs, it manages to 

introduce significant improvements over the cosine in a large number of cases. This result can be seen as 

providing further evidence for the applicability of query-sensitive measures to IR. 

5.3 Comparative effectiveness of M1, M2 and M3 

The results of the 5NN test in Tables 5-7 (columns 3-5) show that measures M1 and M3 achieve higher scores 

than M2 for the majority of experimental conditions. The only two exceptions are noted when using CISI for 

n=200, and when using LISA for n=100; in both cases M2 is more effective than M1 (though not significantly 

more effective). Statistical testing showed that M1 and M3 are significantly more effective than M2 for all 

values of n≠200 when using CACM, for n>200 when using CISI, and only for n=750 and full when using 

LISA. For the two TREC collections and Medline, all differences are significant. 

The results regarding the comparatively lower effectiveness of M2 are not surprising, given that this measure 

uses less information than the other two measures. Especially when using the topically diverse TREC 

collections, the lower effectiveness of M2 compared to M1 and M3 is attributed to its reliance only on 

common query terms between documents. M2 ignores other common terms between documents that may 

define the context under which query terms are used within documents. 

The other issue to be examined here is the comparative effectiveness of M1 and M3. The results in Tables 5-7 

reveal that the effectiveness of these measures is comparable in most experimental conditions. When using 

CACM, CISI, LISA or Medline, the differences between the two measures are generally negligible, and never 
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statistically significant. Moreover, none of the two measures consistently outperforms the other in these 

collections so as to offer an indication of superior effectiveness. For example, when using CACM M3 is more 

effective than M1 in 4 out of 7 possible values of n; there is no pattern to relate smaller values of n with 

superior effectiveness of one measure over the other. The only consistent behaviour noted is when using CISI 

where M3 is always more effective than M1, and when using Medline where M1 is always more effective 

than M3. 

The only indication of superior performance comes when using the two TREC collections. When using AP, 

M1 is more effective than M3 for all but one (n=100) values of n, and when using WSJ it is more effective 

than M3 for all values of n. Significant differences occur for n=750 when using AP, and for n>200 when 

using WSJ. 

To appreciate why any significant differences in performance occur between these two measures, one has to 

look at the way they use information from the query to augment interdocument similarity values. Both 

measures use information from the content overlap and from the query-term overlap between documents. 

Consequently, when query terms are common between documents, both measures will augment the content 

similarity value between those documents by a factor that is incorporated differently for each measure 

(product for M1, linear combination for M3). 

More important than the way similarity values are augmented, is the behaviour of the two measures when no 

common terms between the two documents are query terms (i.e. when equation 3 outputs zero): M1 sets the 

similarity of the two documents to zero, whereas M3 sets it equal to a value corresponding to the static 

similarity between the two documents, adjusted by the parameter ϑ1.  

Let us consider the case of a relevant document Di that contains a few query terms. According to the static 

component of the similarity, this document will be similar to other documents with which it shares a large 

number of content terms (not necessarily including query terms). M1 and M3 will re-order this initial 

similarity ranking in such a way so as to promote documents that share a large number of content terms and 

query terms with document Di. The re-ordering generated by M1 will remove documents with no query-term 

overlap with Di from the top of the list in a rather crude way, by setting their similarities to Di to zero. The 

reordering generated by M3 will promote documents with query-term overlap with Di, but may not promote 

such documents sufficiently to “force” them to obtain a similarity to Di higher than documents with no query-

term overlap (but significant content term overlap) may have. This is also more likely to occur for TREC 

documents because of their length: it is more likely to have documents with a strong (non-query term) content 

overlap than it is for documents of shorter lengths, as those of the other four collections. 

Based on the results presented in this section, it is valid to state that M1 and M3 are both more effective than 

M2 at placing co-relevant documents at close proximity to each other. This is especially evident when using 

document collections with short queries, since M2 relies only on the information supplied by the query terms. 
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5.4 Effect of query length on the query-sensitive measures 

In the results for the 5NN test in Tables 5-7 (columns 3-5), M2 was more effective than the cosine for the 

CACM, LISA and Medline collections, where the average query length is relatively large (on average, 13 

terms for CACM, 19.4 for LISA, and 10 for Medline, compared to 7.6 for AP, CISI and WSJ). This is a 

consequence of the strong dependence of M2 on query terms. 

In order to investigate the effect of query length on the effectiveness of all three measures, an expanded and a 

shorter version of the 50 TREC topics for the AP and WSJ collections were used. For the expanded version, 

terms from the Title, Description, and Concepts fields of each topic were used (see section 4.1), yielding on 

average 23.4 terms per query (compared to 7.6 terms initially). For the shorter version of the queries only the 

Title field was used, with an average of 3.2 terms per query. 

The expansion terms for the TREC topics are not generated algorithmically, and this can perhaps be seen as a 

point of criticism. For example, a query expansion algorithm might have selected terms that are better 

discriminators than the ones selected manually, by analysing distribution patterns over an entire document 

corpus, or locally over a set of retrieved documents (Xu & Croft, 1996). However, it is felt that the 

experimental procedure followed in this section is sufficient to demonstrate the behaviour of the query-

sensitive measures when variations in query length occur, as any research relating to query-expansion issues 

is not pursued here. 

 

n M1  
expanded  

M2  
expanded  

M3  
expanded 

M1      
short 

M2      
short 

M3      
short 

100 2.67 
(1.95%) 

2.364 
(13.75%) 

2.687 
(1.34%) 

2.459 
(-6.45%) 

1.616 
(-22.25%)

2.541 
(-4.18%%) 

200 2.39 
(-0.67%) 

2.128 
(16.05%) 

2.402 
(-0.05%) 

2.095 
(-12.92%)

1.313 
(-28.39%)

2.254 
(-6.23%%) 

350 2.408 
(0.75%) 

2.1 
(25.65%) 

2.384 
(1.5%) 

2.081 
(-12.92%)

1.21 
(-27.59%)

2.216 
(-5.66%) 

500 2.422 
(-0.83%) 

2.124 
(27.71%) 

2.401 
(0.57%) 

2.08 
(-14.81%)

1.199 
(-27.88%)

2.228 
(-6.68%) 

750 2.494 
(1.52%) 

2.191 
(36.5%) 

2.464 
(1.38%) 

2.137 
(-13%) 

1.192 
(-25.72%)

2.237 
(-7.95%) 

1000 2.428 
(2.41%) 

2.129 
(40.39%) 

2.387 
(2.14%) 

2.05 
(-13.51%)

1.127 
(-25.7%) 

2.167 
(-7.25%) 

Table 8. The effect of query length for AP: results of the 5NN test 

The 5NN test was repeated for both the expanded and shorter versions of the queries, on the same sets of 

documents as for the original queries5, for each value of n. For measure M3 the best ratio (1:4) of parameters 

ϑ1 and ϑ2 was used for both collections so as to allow these results to be compared to the results reported in 

Table 5. Other ratios were tried in order to examine whether query length would change the most effective 

                                                   
5 This choice was made so as to be able to compare the results between the modified and the original queries. 
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ratio for these collections, but there were no significant deviations from the pattern of the results presented in 

Tables A1 and A6. The results using the modified queries for the AP and WSJ collections are presented in 

Tables 8 and 9 respectively, where the highest values for each column are displayed in bold. For columns 2-7 

the percentage differences between the reported values and those obtained with the standard queries (Table 5, 

columns 3-5) are displayed in brackets. 

The results in Tables 8 and 9 confirm the strong dependence of M2 on query length. M2 with the expanded 

queries (column 3) is significantly more effective than using the initial queries for all values of n (significance 

levels <0.001). Moreover, when using WSJ, M2 is significantly more effective than the cosine coefficient for 

all values of n (significance levels <0.03), and is not significantly worse than M1 or M3 (either with expanded 

or initial queries). It is also more effective that M3 for n=750 and 1000, but not significantly so. When using 

the AP collection, M2 exceeds the cosine for some values of n (500, 750 and 1000) but not significantly, and 

it is also not significantly worse than the cosine for the other values of n. In contrast to when using WSJ, M2 

with the expanded queries is still significantly worse than both M1 and M3 for all values of n. 

 

n M1  
expanded 

M2      
expanded 

M3    
expanded 

M1      
short 

M2      
short 

M3      
short 

top 100 2.457 
(4.22%) 

2.372 
(26.67%) 

2.414 
(2.54%) 

2.32 
(-1.59%) 

1.672 
(-12%) 

2.295 
(-2.52%) 

top 200 2.535 
(3.63%) 

2.37 
(29.69%) 

2.474 
(1.25%) 

2.271 
(-7.7%) 

1.631 
(-12.04%) 

2.236 
(-8.49%) 

top 350 2.54 
(2.91%) 

2.415 
(31.82%) 

2.448 
(2.46%) 

2.241 
(-10.14%)

1.536 
(-19.31%) 

2.159 
(-9.52%) 

top 500 2.54 
(3.14%) 

2.425 
(30.71%) 

2.44 
(2.65%) 

2.195 
(-12.22%)

1.525 
(-21.67%) 

2.173 
(-8.59%) 

top 750 2.441 
(0.83%) 

2.407 
(30.93%) 

2.344 
(1.9%) 

2.101 
(-15.24%)

1.434 
(-28.17%) 

2.05 
(-10.88%) 

top 1000 2.437 
(0.85%) 

2.399 
(33.35%) 

2.325 
(2.47%) 

2.064 
(-17.09%)

1.435 
(-25.36%) 

2.022 
(-10.88%) 

Table 9. The effect of query length for WSJ: results of the 5NN test 

The behaviour of M2 for expanded queries can be explained on the basis of the role that the added query 

terms play for this measure. Because M2 relies only on common query terms between documents, it lacks the 

contextual information provided by other common terms between documents. The addition of terms to the 

query provides more information to M2 to effectively assess the likelihood of two documents to be jointly 

relevant to the same query. 

Column 6 of Tables 8 and 9 shows a significant decrease in effectiveness for M2 when average query length 

is decreased to 3.2 terms. The decrease in effectiveness is sizeable if one considers that the difference in query 

length between the initial and the short queries is on average just 4.4. terms. 

Measures M1 and M3, on the other hand, are less affected by the increase in query length from 7.6 terms per 

query (initial queries) to 23.4 (expanded). None of the differences in effectiveness reported in Tables 8 and 9 
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(columns 2 and 4) between the expanded and the initial form of the queries are significant. In some cases 

when using AP, there is even a minor decrease in the effectiveness of the measure when expanded queries are 

used (n=200 and 500 for M1 and n=200 for M3). 

When short queries are used (columns 5 and 7 of Tables 8 and 9), both measures (M1 and M3) display a 

significant decrease in effectiveness. The decrease is smaller in scale than that reported for M2, but significant 

(significance levels <0.03) for both collections and all values of n, except for n=100. Despite this decrease, 

M1 and M3 using the short queries are still significantly more effective than the cosine when using the WSJ 

collection (Table 5, column 2, significance levels <0.003). When using AP, M1 is more effective than the 

cosine for n=100, 750 and 1000, and more effective than M3 for all values of n. However, no significant 

differences between these measures and the cosine are noted. 

The results presented here suggest that M2 is highly affected by query length, and it would therefore not seem 

suitable to be applied to environments where very short queries are usually input by users, unless effective 

ways to expand the query could be used. Assessing the likelihood of two documents to be jointly relevant to a 

query based on the amount of information provided by approximately 3 terms on average is not likely to be 

effective. 

The other two measures do not seem as much affected by variations in query length. This is due to that they 

combine contextual information (the whole set of terms between documents) with increased weight assigned 

to query information. In this way, M1 and M3 are more likely to cope well when query length is decreased: 

the contextual information may be a good indicator of whether the few query terms are used in the same topic 

between documents. It is for this same reason that the effectiveness of the two measures does not significantly 

benefit from the addition of terms to the query. 

This behaviour of measures M1 and M3 might appear useful in an operational environment, like a web search 

engine for example, where user queries comprise only few terms (Jansen et al., 2000). In the specific 

experimental environment used, M1 and M3 outperformed the cosine coefficient in a large number of cases 

when short queries were used. It remains to be seen whether such improvements would occur in operational 

environments. 

It should also be mentioned that the results reported in this section regarding the effect of query length, may 

have been affected by the way that the expanded forms of the queries were obtained. If the expanded terms 

were chosen in a different way, then a different picture regarding the effectiveness of the measures for 

varying query lengths might have been obtained. If, for example, expansion terms were obtained 

algorithmically, then the effectiveness of M2 compared to M1 and M3 may improve. Query terms added 

algorithmically may be better at discriminating between relevant and non-relevant documents than the ones 

used here. 
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The way that the expanded forms of queries were obtained may also be a contributing factor for the different 

effect of query length when using the two TREC collections. Tables 8 and 9 show that the results of the 5NN 

test in each of the two collections are differently affected by variations in query length. The discriminating 

power of the query terms in each query form examined is likely to be different for each collection, and 

therefore likely to have a different effect on the effectiveness of the query-sensitive measures. 

6 Related Research 

The query-sensitive similarity measures we presented in this paper increase the similarity of co-relevant 

documents on a per-query basis, aiming to increase the probability that such documents will be placed in the 

same clusters. A number of approaches that try to ‘force’ co-relevant documents in the same clusters have 

been developed in the past under the name of user-oriented, or adaptive clustering (e.g. Yu et al., 1985; 

Deogun & Raghavan, 1986; Gordon, 1991; Bartell et al., 1995). These approaches require user feedback in 

terms of document relevance as in (Yu et al., 1985), or in terms of exhaustive target interdocument similarity 

values as in (Bartell et al., 1995). User supplied information is then used to optimally predict a useful 

clustering of the documents, by trying to place documents that are likely to be jointly accessed (or jointly 

assessed as relevant) in response to a set of queries in the same clusters. 

This implicitly assumes that there are means of monitoring user activities, collecting usage information, and 

incorporating this information in the cluster-based system. Moreover, in most of the adaptive approaches it is 

assumed that the user will perform his searches on the same document collection, since user behaviour over 

time is monitored to optimise clustering on a specific collection. Most of these assumptions might not be 

realistic in an operational environment where user searches can be performed on a number of different 

databases, or where users may not be willing to provide feedback or document usage information. 

In contrast to adaptive clustering methods, our approach does not require any form of user feedback, nor does 

it rely on the user interacting with a single database. Query-sensitive similarity measures assume that the only 

information available is the query and the document set. 

Evidence supporting our view about the salience of specific features for measuring inter-object relationships 

is provided by a number of researchers in fields such as those of philosophy, cognition, experimental 

psychology, and memory based reasoning (MBR) (Goodman, 1972; Tversky, 1977; Nosofsky, 1986; Stanfill 

& Waltz, 1986). 

Goodman, (1972), for example, ‘accused’ similarity of being an insidious and highly volatile concept. He 

suggested that one can “tie the concept of similarity down” by selecting some important features on which to 

judge similarity. Tversky, (1977), for the specific task of classification, argued that the salience of features is 

determined, in part, by their classificatory significance, or diagnostic value. A feature may acquire diagnostic 

value, and hence become more salient, in a particular context if it serves as a basis for classification in that 
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particular context. Each class should then contain objects that are similar to each other in the sense that they 

are similar in respect to these important features. Nosofsky, (1986), for assessing similarity in a psychological 

space, and (Stanfill & Waltz, 1986) for determining similarity of cases for MBR, have adopted similar views. 

7 Conclusions & Future Research 

In this paper we introduced the notion of query-sensitive similarity measures (QSSM) for the calculation of 

interdocument relationships. Query-sensitive measures bias similarity towards pairs of documents that jointly 

possess terms that are expressed in a query. This is based on the view that similarity is a dynamic and 

purpose-sensitive notion, and that QSSM have the potential to capture the dynamics of similarity for the 

calculation of interdocument relationships. 

We presented three such measures. Two of them take into account all common terms between a pair of 

documents, but bias the similarity measure towards those common terms that are also query terms (measures 

M1 and M3). Each of these two measures uses a different function to combine static and variable similarity 

(M1 uses a product of the two sources, where M3 uses a linear combination). The third measure only takes 

into account common terms between documents that are query terms (measure M2). 

Through a series of experiments that assess the degree at which similarity measures place relevant documents 

at close proximity to each other, we demonstrated that QSSM are significantly more effective than the cosine 

coefficient. More specifically, measures M1 and M3 are always significantly more effective than the cosine, 

and are not strongly dependent on query length. Measure M2 on the other hand, is sensitive to variations of 

query length, but despite this it also brought significant improvements over the cosine in a large number of 

experimental conditions. 

The main conclusion from this research is that the use of query-sensitive measures for the calculation of 

interdocument relationships is highly effective. Regarding the motivation behind the introduction of QSSM to 

IR, the per-query adherence to the cluster hypothesis, the results presented in this paper demonstrate that, 

compared to static measures, query-sensitive measures achieve a significantly higher adherence to the 

hypothesis. A perfect per-query adherence is not achieved, and it would seem unlikely that considering only 

topical aspects of relevance would achieve this. 

A more thorough evaluation of QSSM can be performed if one integrates them in a wider application area. An 

obvious area where QSSM can be applied is document clustering. We are currently investigating whether the 

effectiveness improvements introduced by query-sensitive measures in this paper apply to document 

clustering. We believe that query-sensitive measures have the potential to introduce effectiveness 

improvements both from a system (intrinsic), and a user (extrinsic) point of view. Further research would be 

needed to warrant these assumptions. 
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In section 3.1 we mentioned some limitations of the proposed measures. Further work should aim to address 

such limitations. For example, alternative methods of biasing the similarity measures (e.g. by using user 

profiles) can be investigated. Furthermore, a more systematic analysis of the dependence of such measures on 

query length would be appropriate. 

In conclusion, we view similarity as a dynamic and purpose-sensitive notion. In the context of IR, we 

demonstrated that query-sensitive measures have the potential to capture the dynamics of similarity for the 

calculation of interdocument relationships. 
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Appendix 
 

n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 2.440 2.561 2.633 2.652 2.640 2.574 2.566 2.079 
200 2.218 2.321 2.354 2.404 2.377 2.354 2.316 1.834 
350 2.155 2.244 2.339 2.359 2.351 2.313 2.298 1.671 
500 2.143 2.263 2.353 2.387 2.398 2.393 2.319 1.663 
750 2.167 2.293 2.372 2.431 2.412 2.390 2.333 1.605 
1000 2.070 2.209 2.290 2.337 2.334 2.270 2.232 1.517 

Table A1. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for AP 

 

n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 1.706 1.840 1.890 1.923 1.934 1.911 1.899 1.754 
200 1.578 1.739 1.922 1.995 2.036 2.040 2.045 1.902 
350 1.531 1.766 1.987 2.058 2.070 2.073 2.074 1.875 
500 1.540 1.757 2.007 2.049 2.037 2.051 2.040 1.850 
750 1.520 1.768 1.987 2.022 2.019 2.006 2.001 1.761 

1000 1.506 1.772 1.971 1.998 2.003 1.987 1.966 1.731 
full 1.443 1.534 1.687 1.850 1.868 1.873 1.78 1.655 

Table A2. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for CACM 

 

n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 1.578 1.698 1.722 1.746 1.744 1.761 1.757 1.703 
200 1.456 1.574 1.631 1.724 1.744 1.789 1.719 1.733 
350 1.334 1.494 1.626 1.674 1.703 1.692 1.697 1.555 
500 1.284 1.476 1.593 1.651 1.669 1.652 1.636 1.436 
750 1.227 1.442 1.538 1.599 1.593 1.575 1.555 1.357 
full 1.224 1.315 1.321 1.330 1.338 1.442 1.391 1.328 

Table A3. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for CISI 

 

n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 0.990 1.206 1.352 1.383 1.384 1.402 1.392 1.395 
200 0.972 1.195 1.311 1.327 1.372 1.390 1.391 1.269 
350 0.930 1.199 1.335 1.418 1.430 1.429 1.420 1.315 
500 0.938 1.237 1.374 1.415 1.446 1.423 1.403 1.317 
750 0.940 1.208 1.358 1.395 1.405 1.421 1.413 1.287 
1000 0.910 1.204 1.341 1.384 1.388 1.393 1.385 1.303 
full 0.946 1.177 1.303 1.332 1.346 1.388 1.341 1.289 

Table A4. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for LISA 
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n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 3.255 3.463 3.550 3.566 3.564 3.576 3.537 3.361 
200 3.198 3.405 3.507 3.525 3.525 3.532 3.528 3.367 
350 3.190 3.352 3.470 3.482 3.478 3.476 3.461 3.310 
500 3.187 3.340 3.456 3.442 3.450 3.436 3.424 3.305 
750 3.190 3.346 3.452 3.429 3.440 3.431 3.421 3.285 
full 3.111 3.116 3.201 3.204 3.210 3.216 3.213 3.124 

Table A5. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for Medline 

 

n 4:1 1:1 1:2 1:4 1:5 1:7 1:9 M2 
100 2.177 2.314 2.344 2.354 2.348 2.317 2.249 1.872 
200 2.123 2.306 2.431 2.443 2.390 2.328 2.280 1.827 
350 1.989 2.226 2.391 2.389 2.370 2.318 2.255 1.832 
500 1.958 2.190 2.351 2.377 2.355 2.329 2.252 1.856 
750 1.840 2.087 2.262 2.300 2.299 2.257 2.204 1.838 
1000 1.790 2.046 2.218 2.269 2.267 2.222 2.162 1.799 

Table A6. Effectiveness of M3 as a function of the ratio ϑ1:ϑ2 for WSJ 

 

AP CISI 
n Cosine M1 M2 M3 n Cosine M1 M2 M3 

100 68.98% 71.53% 50.18% 71.17% 100 45.44% 52.11% 55.79% 55.79% 
200 66.29% 71.72% 45.33% 70.33% 200 39.98% 49.25% 56.20% 55.39% 
350 64.16% 69.40% 44.14% 68.16% 350 35.75% 47.88% 54.34% 52.92% 
500 64.06% 70.07% 43.78% 68.43% 500 33.87% 46.53% 50.85% 51.08% 
750 62.39% 67.86% 42.88% 65.47% 750 32.82% 45.10% 44.77% 48.21% 
1000 62.12% 66.97% 42.15% 64.25% full 32.85% 41.30% 37.05% 42.79% 

Table A7. Results for the 1NN test using AP and CISI 

 

CACM LISA 
n Cosine M1 M2 M3 n Cosine M1 M2 M3 

100 51.94% 58.78% 55.82% 60.26% 100 30.30% 46.32% 49.35% 47.62% 
200 45.92% 58.74% 59.90% 63.56% 200 27.68% 43.60% 44.64% 48.79% 
350 45.97% 59.36% 60.58% 65.60% 350 26.27% 45.89% 45.89% 49.05% 
500 46.35% 58.48% 59.65% 65.20% 500 27.43% 47.20% 45.13% 47.20% 
750 44.95% 60.17% 57.75% 64.44% 750 27.20% 44.76% 46.18% 48.44% 
1000 43.30% 59.36% 55.59% 62.15% 1000 28.21% 43.85% 46.65% 47.77% 
full 43.76% 54.48% 50.95% 56.22% full 28.27% 44.53% 43.47% 46.19% 

Table A8. Results for the 1NN test using CACM and LISA 
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Medline WSJ 
n Cosine M1 M2 M3 n Cosine M1 M2 M3 

100 71.88% 80.49% 79.44% 80.84% 100 64.41% 67.42% 56.02% 65.16% 
200 67.43% 76.76% 80.20% 79.87% 200 57.24% 62.10% 49.70% 61.67% 
350 68.78% 76.39% 78.92% 78.76% 350 54.05% 63.73% 50.00% 60.72% 
500 68.35% 76.06% 78.58% 78.58% 500 52.65% 62.90% 48.64% 58.83% 
750 68.23% 76.06% 78.09% 78.56% 750 49.19% 61.82% 48.18% 57.32% 
full 68.39% 72.41% 69.83% 73.62% 1000 47.60% 60.43% 47.73% 55.76% 

Table A9. Results for the 1NN test using Medline and WSJ 


